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Abstract—This paper presents a comprehensive investigation
into the effects of immediate feedback on crowdworkers’ perfor-
mance in subjective image quality assessment tasks using paired
comparisons. The study is motivated by the need for reliable
and efficient crowdsourcing tasks for image quality assessment. A
large-scale experiment involving 200 participants was conducted,
where participants completed 120 paired comparisons with and
without feedback. The feedback informed the workers of the cor-
rectness of their responses to comparisons. Almost all of the par-
ticipants (97%) preferred receiving feedback. The results indicate
that feedback reduced response time, improved user experience,
and did not cause a bias in the estimation of the just noticeable
difference (JND). On the other hand, feedback did not significantly
affect accuracy, correlation with the ground truth, or create a
learning effect. This study contributes to the field by being one
of the first to examine the impact of feedback on crowdworker
performance in subjective image quality assessment tasks. The
dataset which includes the images and ratings can be accessed at
https://database.mmsp-kn.de/feedback-study-dataset.html.

Index Terms—Two-alternative forced choice, psychometric
functions, crowdsourcing, subjective image quality assessment,
feedback, just noticeable difference
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I. INTRODUCTION

Subjective quality assessment of visual media relies on data

from human subjects which typically is collected in laboratory

or crowdsourcing studies. Crowdsourcing has several advan-

tages over lab studies for perceptual tasks such as image and

video quality assessment. In particular, Crowdsourcing offers

easy access to diverse populations, scalability enabling very

large experiments in a time-efficient manner, flexibility in the

duration of experiments, and all of this at relatively low cost.

However, crowdworkers cannot be personally guided and

supervised by the experimenter. They may easily get distracted

from their work, and their motivation and work quality may

decrease, e.g., due to boredom caused by the similarity of

the task, waiting times for loading images and videos, or the
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complexity of cognitive tasks. Also, crowdworkers may just try

to maximize their hourly earnings by performing the subjective

task as quickly as possible. As a result, they may provide only

low-quality subjective data.

Thus, two of the main issues researchers encounter when

conducting crowdsourcing experiments is how to ensure people

stay attentive during the crowdsourcing experiments and how to

ensure the quality of their work. Therefore, it is an overarching

goal to develop a reliable crowdsourcing environment to ensure

high-quality, accurate, and consistent subjective data [1], [2].

Adding game elements such as competition, collaboration, or

reward can increase users’ desire to participate in crowdsourc-

ing experiments and motivate them to perform the subjective

task accurately [3], [4].

In some cases, it may be enough to ask participants to

volunteer out of personal interest. However, in many cases it is

more practical to hire freelancers or crowdworkers on platforms

such as Amazon Mechanical Turk (MTurk) in exchange for

monetary reward. Notably, these platforms typically offer a

uniform per-task payment to all crowdworkers who pass quality

control, regardless of their task completion reliability.

To further motivate crowdworkers to pay attention and fully

engage in the crowdsourcing task, gamification can be a great

driver [5]. Our general hypothesis is that adding competitive or

reward elements can increase people’s desire to contribute to

crowdsourcing tasks and also provide more accurate, precise,

and reliable subjective data.

In this study we focus on the most simple component that can

be considered as an element of gamification, namely immediate

feedback to crowdworkers’ responses. One can think of many

different forms of such feedback, for example, encouragement

like “Good job!” or “You just finished Level 2! Keep going!”.

Another kind of feedback is a progress bar that shows the

percentage of the job that has been finished at each time.

However, in a class of crowdsourcing experiments for im-

age/video quality assessment another important kind of feed-

back can be given, namely for full-reference image/video

quality assessment (FR-IQA) with paired comparisons. Source

images are distorted by, e.g., compression artefacts, and a

distorted stimulus is shown side-by-side with the corresponding
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source. The ordering is random; the source image may appear

on the left side or the right side. Subjects are asked to detect

the distortion and respond to the question on which side the

stimulus with the better quality (i.e., the source) is, left or right.

This experimental procedure enables important applications.

From many FR-IQA comparisons the distorted stimuli can be

scaled to quantify the perceived visual quality. Also it is pos-

sible to extract the Just Noticeable Difference (JND), i.e., the

minimal distortion level for which at least half of the observers

can detect a distortion relative to the source stimulus [6], [7].

In FR-IQA with paired comparisons it is plausible to assume

that the perceived visual quality of each stimulus is a monotonic

function of the degree of distortion.1 Therefore, although a

pair comparison response is a subjective judgment, it is clear

to us whether it identifies the source stimulus correctly. Thus,

for each comparison, feedback about the correctness of the

response of the crowdworker can be given. This is the setting

for our feedback study. In the following, feedback shall refer to

informing participants about the correctness of their answers to

such comparison tasks.

Let us assume we have collected two sets of responses to

the same set of comparisons (questions) in two conditions, one

with and one without feedback. At a first level of statistical

data analysis we compare the two conditions based on different

metrics.

First, we evaluate the Accuracy of the responses, using the

percentage of correct responses for each set and the Kendall

rank order correlation (KRCC) of the reconstructed percentages

with the ground truth given by distortion magnitudes.

As second metric, we consider the Response time. Feedback

may increase the confidence of subjects in their ratings, such

that the responses can be given more quickly.

Next, we evaluate the Learning effect. When subjects per-

form a difficult perceptual task there may be a learning effect.

Then, the proportion of correct responses increases during an

experiment. With feedback about the correctness of responses

this learning effect may be accelerated and reaching farther.

Finally, we consider the User experience. In particular, we

are interested if the feedback improves the user experience of

the crowdsourcing subject.

A second level of data analysis follows after the scaling of

the response data, which yields reconstructed perceptual quality

values for each stimulus in the form of a psychometric function

for each combination of source stimulus and distortion type.

The visual qualities of the source stimuli are anchored at zero.

There are several types of psychometric functions that can be

applied. For our purposes, we selected the Weibull cumulative

probability density function (cdf). It has only two parameters,

the scale and the shape parameters. The median is interpreted

as the JND and the variance governs the slope of the function

at the JND, and, therefore is a measure of the precision of

the JND assessment. This leads up to the following two main

hypotheses.

1There are counterexamples to this assumption. For example, some im-
age/video compression techniques may also have a denoising effect. This may
invoke an increase of perceptual quality at high quality parameter settings.

Hypothesis 1 Feedback does not influence the JND (null-

hypothesis).

Hypothesis 2 Feedback increases the precision of JND assess-

ment.

For the latter, we also consider the corresponding null-

hypothesis.

The contributions of our work can be summarized as follows:

• We have developed a framework for the experimental and

statistical analysis of the impact of real-time feedback for

crowdworkers in FR-IQA with paired comparisons.

• We have shown the benefits of feedback about the correct-

ness of paired comparisons in reduced response times and

showed that feedback did not cause any bias in the JND

estimation.

• The user experience was reported as positive; crowdwork-

ers appreciated the feedback.

To the best of our knowledge, this is the first study to investigate

the impact of feedback on crowdworkers’ performance and

experience in subjective image and video quality assessment.

II. RELATED WORK

In 1952, Blackwell proposed and discussed several procedu-

ral variables for psychophysical testing, such as JND assess-

ment, including the amount of feedback provided to subjects

about the correctness of their responses [8]. His recommenda-

tion was that feedback should be provided, and for many years

feedback has been routinely applied in various psychophysical

tasks [9].

However, we have found only a couple of works in the field

of image quality assessment that made use of such feedback in

paired comparisons. In 1989, a study tested subjective image

fidelity of compressed images for several source images and

codecs using the 2-alternative-forced-choice (2AFC) approach

very much like we have done in our experiment [10]. For

each response of a subject, a voice synthesizer responded with

a feedback “correct” or “wrong” appropriately. Similarly, in

2018, the study in [11] used 2AFC with a flicker test to detect

the distorted high dynamic range (HDR) image in a pair. Only

the incorrect responses were indicated by an auditory feedback

of a 100 ms long tone. Neither one of these contributions anal-

ysed or discussed the benefits and limitations of the feedback.

Visual quality assessment and detection of distortions in

an image or video relative to a reference may improve by

perceptual learning during the assessment task. It is plausible

to assume that feedback about the correctness of responses will

improve the learning rate. However, research findings have been

mixed regarding support for this hypothesis. In [12], Vernier

acuity was studied in which very small misalignment between

two parallel vertical lines needs to be detected. In this task,

performance improves with practice. However, there was no

clear evidence that feedback significantly boosted the speed of

learning. Similarly, mixed results were obtained in a study on

the effect of feedback for direction-specific motion discrimi-

nation [13]. In contrast, for pattern recognition tasks like 10-



Fig. 1: Source images used in our study. Image names, from left to right, are 00002, 00006, 00007, 00009, and 00010.

alternative forced choice letter identification, the learning effect

was much stronger with feedback, see, e.g., [14].

III. EXPERIMENTAL DESIGN AND METHODS

A. Source and test images

1) Test images: JPEG AIC-3 [15], [16] provided 10 source

images, numbered from 00001 to 00010, with content from

different categories, along with compressed versions at 10

distortion levels for each of six selected codecs (JPEG, JPEG

2000, HEVC Intra, VVC Intra, JPEG XL, and AVIF). The

distortion levels are approximately at equidistant points on the

scale of perceived quality, ranging from 0 to 2.5 JND. These

distortion levels were selected based on a pilot study conducted

in [16]. For crowdsourced quality assessment, the images had

been cropped to a resolution of 620× 800 pixels.

For our study, we used crops derived from the five source

images shown in Fig. 1 that were compressed by two codecs,

VVC Intra and JPEG XL. For ease of notation, we refer to the

five image crops as sources in the following. This resulted in 10

sequences of 11 cropped images each, starting with the source

at distortion level 0 and increasing levels from 1 to 10.

B. Paired comparisons in study questions

We used 2AFC paired comparisons for subjective quality

assessment. For each source image and each codec, there is a

sequence of 11 images at distortion levels 0 to 10, where 0

refers to the source image. Each compressed image is shown

side-by-side with its corresponding source, in random position,

left or right. For each comparison, the subject is asked to

identify the side of the source image. Altogether, for 5 sources

and 2 codecs, we have 100 paired comparisons. We refer to

these paired comparisons as study questions.

C. Training and trap questions

Participants were trained by 6 comparisons between a com-

pressed image and the corresponding source. The perceptual

difference in a pair was imperceptible, noticeable but not

strong, and very large in two pairs each, respectively.

To filter out unreliable participants like random clickers, we

included 20 so-called trap questions. These questions asked to

distinguish compressed images having strong distortion from

the corresponding sources.

Fig. 2: User interface of the feedback study.

D. Two test conditions with and without feedback

Our study was carried out following the within-subject de-

sign. To each of the participants, all of the 126 training, study,

and trap questions were presented twice; with and without

feedback. Let the test condition with feedback be abbreviated

by AFCF, and the other without feedback by AFCN. Note

that we provided feedback for the training questions also in

condition AFCN.

The feedback was in the form of a text message and an

audible beep. For example, if the subject correctly identified

the better quality image on the right side, the following text

message was displayed: “Yes! The right image is of higher

quality.” For the wrong answer the message would have been

“No! The right image is of higher quality.” Additionally, one

of two distinct beeping sounds accompanied each correct and

incorrect response, respectively.

E. Questionnaires

After finishing the responses for each test condition, workers

answered a questionnaire consisting of seven items addressing

their perceived preference resp. lack of preference for feedback,

task clarity, confidence, mental demand, temporal demand,



performance, and frustration. The questionnaire was designed

very similar to the NASA-TLX task load questionnaire [17].

F. Crowdsourcing study

We conducted our experiment on the MTurk platform. We

posted one human intelligence task (HIT) with 200 assignments

for 200 unique crowdworkers. In each assignment, besides

the training questions, a worker had to answer 120 study and

trap questions in random order, once with feedback and then

again in different random order without feedback. The order

of the test conditions was also randomized among workers.

Requirements for workers to participate were:

• completion at least 500 HITs in previous work on MTurk

with a 99% approval rate,

• usage of PC or laptop with screen resolution of at least

1980 × 1080 pixels to properly fit the web interface with

images rendered at 1:1 logical pixel ratio, and

• usage of the Google Chrome browser.

• Stimuli are presented in a 1:1 logical resolution.

At the beginning of the experiment, a brief instruction was

shown to the workers, explaining the subjective task and how

to submit responses, as well as the payment conditions. Then,

the workers had to accept a consent form to continue the

experiment. Finally, detailed instructions were provided to the

workers for each test condition, with examples of paired com-

parisons, followed by an explanation of the task load question-

naire. After that, they were allowed to start the experiment with

the training session.

For each paired comparison, the two images were displayed

for 8 seconds, during which workers could respond at any time

to determine which image was of higher quality by pressing

either the “left” or “right” button (Fig. 2). If they did not

respond within the 8-second display time, the image would

be hidden, and a gray page would appear, giving the workers

an additional 3 seconds to answer. If the crowdworker failed

to answer, the response would be labeled as “undecided”. The

assignment was accepted and paid for if the number of correctly

answered trap questions was at least 32 out of 40.

The experimental procedures and protocols used in this study

were ethically approved by the Institutional Review Board of

the local university.

G. Statistical model for data analysis

We applied maximum likelihood estimation (MLE) to fit a

psychometric function ψ(x) to the proportions of correct paired

comparison responses. For this purpose we selected the Weibull

cumulative distribution function (cdf) 1 − e−(x/λ)k . The root-

mean-square error (RMSE) in a compressed image is taken as

the independent variable x. As the RMSE tends to zero, subjects

can only guess the answer correctly with a probability of one

half. Therefore, the function is scaled to ensure that for the

resulting psychometric function, we have ψ(0;λ, k) = 0.5:

ψ(x;λ, k) =
1

2
+

1

2

(

1− e−(x/λ)k
)

. (1)

As in common practice, the JND is reported at the value x

for which the model yields a 75% proportion correct, i.e.,
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Fig. 3: The plot shows (a) the average response time and (b)

the proportion of correct paired comparisons plotted against

their order in the subjective experiment. The shaded areas

indicate the 95% confidence intervals. The averages shown here

were computed over all subjects and over 10 successive paired

comparisons each, with trap questions removed.

ψ(x;λ, k) = 0.75. The standard deviation σ of the Weibull

function serves as an estimate of the precision of the JND

assessment.

To determine the confidence intervals (CI) of the JND es-

timate, its precision, and other features, non-parametric boot-

strapping with 1000 trials was used; the 149 subjects were sam-

pled with replacement. In figures we show the 95% confidence

intervals from bootstrapping.

IV. EXPERIMENTAL RESULTS

In both test conditions together, the crowdworkers responded

to 50,400 paired comparisons and provided 2,800 answers to

the task load questions. The response time for each paired com-

parison was also recorded. On average, each worker spent 20

minutes to complete the experiment. Approximately 9 minutes

were allocated to answer the 252 train, study and trap questions.

The rest of the time was spent reading the instructions and

answering the questionnaires. Of 200 participants, 55.5% (111



participants) were male, and 44.5% (89 participants) were

female. No country filtering was applied, and most of the

workers were from the US. This section presents the filtering of

unreliable participants and the data analysis for our hypotheses.

A. Data cleansing

We used two criteria to discard data from unreliable par-

ticipants. First, the responses of participants who answered

incorrectly more than eight trap questions (more than 20%

of the trap questions) were discarded. Second, the responses

of participants who skipped four or more questions from the

240 (study and trap) questions in both test conditions were

disregarded. Consequently, 51 participants were excluded, and

their responses were not considered in the analysis. The anal-

ysis was conducted based on the responses of the remaining

149 participants. In order to maintain a strict within-subject

design, if a participant did not answer a study question in one

test condition, the corresponding question from the other test

condition was excluded.

B. Accuracy

1) Proportion of correct responses: The proportion was

computed for all paired comparisons. Their averages and confi-

dence intervals with and without feedback are:

AFCF: 0.688 CI: [0.668, 0.707]

AFCN: 0.689 CI: [0.670, 0.707]

This result indicates no significant difference in the proportion

of correct responses between the two test conditions.

2) Correlation with ground truth: For each source, both

codecs and both test conditions, we computed the KRCC be-

tween the proportions correct and the RMSE of the correspond-

ing compressed images. With larger RMSE, distortions are

more easily detected, and so the proportion of correct responses

in a pair comparison should be larger as well. Their averages

and confidence intervals with and without feedback are:

AFCF: 0.699 CI [0.634, 0.761]

AFCN: 0.705 CI [0.642, 0.770]

This and the results in the Fig 5 (d) indicate no significant

difference in the correlation with distortion magnitude between

the two test conditions.

C. Response time

Fig. 3(a) illustrates how the average response time varies as

subjects progress through the 120 randomized study and trap

questions, with or without feedback. The response time is cal-

culated only for the study questions. We note that the response

time decreases by about 0.5 seconds in both conditions. The

average response time is 2.598 s with feedback and 2.723 s

without. The confidence intervals overlap only little, and the

p-value is 0.0005 indicating the response time with feedback is

significantly smaller. However, the effect size is small (Cohen’s

d = 0.1).

D. Learning effect

Similarly, Fig. 3(b) shows how the proportion of correct

responses develops over time in the experiment. In this com-

parison, no significant difference between the conditions with

and without feedback can be seen. There is no learning effect

in either case. The figure indicates a lower proportion of correct

responses for batch 2 compared to others. The two-proportion

Z-test was conducted to compare these proportions, yielding a

Z-score of 0.45 and a p-value of 0.65, suggesting no significant

difference.

E. User experience

We used a Wilcoxon matched-pairs signed ranks test to ana-

lyze the questionnaire scores for each sub-scale. Only the anal-

ysis of the “confidence” sub-scale revealed a statistically sig-

nificant difference between AFCN and AFCF (z = −1.6672, p

< .05), indicating higher median values for confidence in AFCN

(59.57) compared to AFCF (56.74). The question for this sub-

scale was: “How did your confidence change in making correct

image quality judgments as the experiment progressed?”. The

response was on a continuous analog scale ranging from −100

(strongly decreased) to 100 (strongly increased). The smaller

confidence with feedback may be caused by often having to

guess the correct response and then receiving negative feedback

half of the time (in AFCF).

In a multiple-choice question at the end of the HIT, crowd-

workers informed us about which feedback they preferred. Of

the 149 accepted workers, 90 selected “Only text message”, 39

opted for “Text message and audible (beep)”, 15 chose “Only

audible (beep)”, and only 5 crowdworkers selected the response

option “None of them”. Hence, 97% of the workers preferred

receiving feedback.

F. Goodness of fit

The goodness of fit assesses the accuracy of predicting the

proportion of correct responses by the fitted psychometric for

the function of each model. These functions are shown in Fig.

4. A measure of their accuracy is the negative log-likelihood

(NLL). The NLL averaged over all ten models for the AFCN

test condition is 5.897, and for the AFCF test condition, it is

5.931, almost the same. Fig. 5 (a) gives the NLL and corre-

sponding CIs for the ten models with and without feedback. The

CIs of the NLL for one condition include the mean NLL for the

other condition, except for the first model (S2_JPEG XL).

G. Assessment of JND

From all fitted Weibull distributions we extracted the JND as

explained in Subsec. III-G; see Fig. 5(b) for the results, aver-

aged over 1000 bootstrap samples and with 95% CIs. Clearly,

the CIs of the JNDs for AFCN and AFCF largely overlap,

indicating that feedback does not influence the JND assessment.

Thus, our Null Hypothesis 1 is not rejected by means of the data

from our experiment.
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Fig. 4: Shows the Weibull psychometric functions fitted to the proportion correct of subject responses for each combination of

image source and codec. The proportion of correct responses is shown with 95% CIs calculated over 100 bootstrapping runs.
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Fig. 5: Shows (a) the negative-log-likelihood (NLL), (b) the JND, and (c) the standard deviation of the estimated parameters of

the psychometric functions with 95% CI. In (d) the KRCC values between the proportions correct and RMSE values are plotted.

H. Precision of JND assessment

The standard deviations (std) of the Weibull distributions

in the fitted psychometric functions serve as a proxy for the

precision of the corresponding JND estimates. Fig. 5(c) shows

the averages across the same 1000 bootstrap samples. For some

of the models, the precision is better with feedback, and for the

rest, it is better without. In addition, their CIs strongly overlap,

indicating no significant difference in the precision of the fitted

psychometric function under the two test conditions. Thus, our

Hypothesis 2 has to be rejected; feedback did not increase the

precision of the JND assessment.

V. CONCLUSIONS AND FUTURE WORK

This study examined the effects of including feedback to

crowdworkers about the correctness of their responses for

paired comparisons in full-reference image quality assessment.

From the data obtained from 149 crowdworkers that were

accepted as reliable, we conclude that the feedback reduced

response times and did not cause any bias in the JND estima-

tion. Moreover, almost all crowdworkers confirmed in writing

that they appreciated having feedback. The data did not reveal

any benefit or harm of feedback regarding the accuracy of

responses, increased learning effect for the task, goodness of

fit of psychometric models, and precision of JND estimation.

In our future work, an analysis on the impact of the order of

the test conditions will be done. Also, we will implement incen-

tive mechanisms, including gamification to keep crowdworkers

happy, improve productivity, and reduce stress. The results may

help large-scale crowdsourcing studies to better assess JND-

based image and video quality.

Future research could also extend this to other subjective

quality assessment tasks such as single stimulus, multiple stim-

ulus, or no-reference methods. This could add complexities,

however. For example, single stimulus or no-reference methods

may have a less clear feedback basis.

We provided feedback via text and sound. Exploring more

engaging feedback forms, such as visual, emotional, or gami-

fied feedback, could enhance crowdworker motivation and task

performance.

Lastly, individual differences in feedback reception could

be considered. Feedback may influence different individuals

variably. Understanding these differences could enable tailored

feedback strategies, potentially improving performance and

user experience.
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